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Abstract – Many data mining techniques have been proposed so 

far to mine text documents. However, those are all not giving 

importance to similarity and relatedness between words. Since 

most existing text mining methods adopted term-based 

approaches, they all suffer from the problem of synonymy 

between words. Synonym is a word or phrase that means exactly 

or nearly the same as another word or phrase in the same 

language. This paper presents an innovative and effective text 

mining technique which includes the processes of detecting and 

scoring of similar and closely related words, to improve the 

efficiency of the text mining. Substantial experiments on an open 

forum demonstrate that the proposed solution achieves 

encouraging performance. Here similar words refers to the words 

which are similar by meaning and relatedness refers to the 

contextual relationship between words. 

Index Terms – Text mining, Synonym based mining, phrase value, 

word similarity. 

1. INTRODUCTION 

Because of the quick development of digital information made 

accessible in late years, knowledge discovery and information 

mining have pulled in a lot of consideration with an imminent 

requirement for transforming such information into helpful 

data and knowledge. Numerous applications, for example, 

market examination and business administration, can benefit 

by the utilization of the data and learning removed from a 

substantial sum of information. Information revelation can be 

seen as the procedure of nontrivial extraction of data from huge 

databases, data that is certainly introduced in the information, 

already obscure and possibly valuable for clients. 

Information mining is in this way a crucial stride during the 

time spent information revelation in databases. In the previous 

decade [5], a noteworthy number of information mining 

methods have been introduced keeping in mind the end goal to 

perform distinctive information undertakings. These systems 

incorporate association tenet mining, successive item set 

mining, consecutive example mining, greatest example mining, 

and shut example mining. The vast majority of them are 

proposed for the reason of creating proficient mining 

calculations to discover specific designs inside of a sensible 

and adequate time period. With an expansive number of 

examples produced by utilizing information mining 

methodologies, how to viably utilize and overhaul these 

examples is still an open examination issue. In this paper, we 

focus on the development of a knowledge detection model to 

effectively use the discovered similarity and apply it to the 

fieldof text mining. 

Text mining is the discovery of interesting knowledge in text 

document. It is a challenging issue to find accurate knowledge 

(or features) in content reports to push clients to find what they 

need. At the outset, Information Retrieval (IR) if numerous 

term-based routines to settle this test, for example, Rocchio and 

probabilistic models [4], rough set models [23], BM25 and 

support vector machine (SVM) [34] based sifting models. The 

upsides of term-based techniques incorporate effective 

computational performance and in addition adult speculations 

for term weighting, which have developed in the course of the 

last couple of decades from the IR and machine learning 

groups. On the other hand, term-based systems experience the 

ill effects of the issues of polysemy and synonymy, where 

polysemy implies a word has different implications, and 

synonymy is different words having the same importance. The 

semantic importance of numerous found terms is indeterminate 

for noting what clients need.  

Throughout the years, individuals have regularly held the 

theory that expression based methodologies could perform 

superior to anything the term-based ones, as expressions may 

convey more "semantics" like data. This theory has not fared 

too well in the history of IR [19], [20], [21]. In spite of the fact 

that expressions are less uncertain and more discriminative 

than individual terms, the conceivable purposes behind the 

demoralizing execution include: 1) expressions have sub-par 

factual properties to terms, 2) they have low recurrence of 

event, and 3) there are huge quantities of excess and uproarious 

expressions among them [21]. 

In the vicinity of these setbacks, sequential similarity used in 

data mining community have turned out to be a promising 

alternative to phrases [13], [15] because sequential similarity 

enjoy good statistical properties like terms. To overcome the 

disadvantages of phrase-based approaches, word similarity 

based text mining-based approaches (or similarity taxonomy 

models (STM) [15], have been proposed, which embraced the 
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idea of shut consecutive examples, and pruned no closed 

designs. These word similarity based text mining based 

approaches have demonstrated certain degree enhancements on 

the adequacy. Then again, the Catch is that individuals think 

similarity based methodologies could be a noteworthy option, 

be that as it may, therefore less huge changes are made for the 

adequacy contrasted and term-based techniques. 

There are two crucial issues in regards to the effectiveness of 

example based methodologies: low recurrence and distortion. 

Given a predetermined point, an exceedingly visit example 

(ordinarily a short example with expansive backing) is 

typically a general example, or a particular example of low 

recurrence [18]. On the off chance that we diminish the base 

bolster, a great deal of uproarious examples would be found. 

Distortion implies the measures utilized as a part of example 

mining (e.g., "support" what's more, "certainty") end up being 

not suitable in utilizing found examples to answer what clients 

need. The troublesome issue consequently is the manner by 

which to utilize found examples to precisely assess the weights 

of helpful elements (information) in content reports.  

In order to solve the above paradox, this paper presents an 

effective word similarity based text mining technique, which 

first calculates discovered specificities of similarity and then 

evaluates term weights according to the distribution of terms in 

the discovered similarity rather than the distribution in 

documents for solving the misinterpretation problem [10]. It 

also considers the influence of similarity from the negative 

training examples to find ambiguous (noisy) similarity and try 

to reduce their influence for the low-frequency problem. The 

process of updating ambiguous similarity can be referred as 

similarity evolution [13]. The proposed approach can improve 

the accuracy of evaluating term weights because discovered 

similarity are more specific than whole documents. 

The rest of this paper is structured as follows: Section 2 

discusses existing system. Section 3 proposes proposed system. 

Sections 4 provides the results. Finally, Section 5 gives 

conclusions. 

2. EXISTING SYSTEMS 

Many types of text representations have been proposed in the 

past. A well-known one is the bag of words that uses keywords 

(terms) as elements in the vector of the feature space. In [21], 

the tf*idf weighting scheme is used for text representation in 

Rocchio classifiers. In addition to TFIDF, the global IDF and 

entropy weighting scheme is proposed in [9] and improves 

performance by an average of 30 percent. Various weighting 

schemes for the bag of words representation approach were 

given in [1], [14], [18]. The problem of the bag of words 

approach is how to select a limited number of features among 

an enormous set of words or terms in order to increase the 

system’s efficiency and avoid overfitting [14]. In order to 

reduce the number of features, many dimensionality reduction 

approaches have been conducted by the use of feature selection 

techniques, such as Information Gain, Mutual Information, 

Chi-Square, Odds ratio, and so on. Details of these selection 

functions were stated in [19], [21].  

The choice of a representation depended on what one regards 

as the meaningful units of text and the meaningful natural 

language rules for the combination of these units [4]. With 

respect to the representation of the content of documents, some 

research works have used phrases rather than individual words. 

In [7], the combination of unigram and bigrams was chosen for 

document indexing in text categor- ization (TC) and evaluated 

on a variety of feature evaluation functions (FEF). A phrase 

based text representation for Web document management was 

also proposed in [14].  

In [3], data mining techniques have been used for text analysis 

by extracting cooccurring terms as descriptive phrases from 

document collections. However, the effective- ness of the text 

mining systems using phrases as text representation showed no 

significant improvement. The likely reason was that a phrase-

based method had “lower consistency of assignment and lower 

document frequency for terms” as mentioned in [18].  

Term-based ontology mining methods also provided some 

thoughts for text representations. For example, hier- archical 

clustering [8], [9] was used to determine synony- my and 

hyponymy relations between keywords. Also, the pattern 

evolution technique was introduced in [25] in order to improve 

the performance of term-based ontology mining.  

Pattern mining has been extensively studied in data mining 

communities for many years. A variety of efficient algorithms 

such as Apriori-like algorithms [2], [3], [9], PrefixSpan [12], 

FP-tree [11], SPADE [16], SLPMiner [4], and GST [12] have 

been proposed. These research works have mainly focused on 

developing efficient mining algo- rithms for discovering 

patterns from a large data collection. However, searching for 

useful and interesting patterns and rules was still an open 

problem [2], [12], [20]. In the field of text mining, pattern 

mining techniques can be used to find various text patterns, 

such as sequential patterns, frequent itemsets, cooccurring 

terms and multiple grams, for building up a representation with 

these new types of features. Nevertheless, the challenging issue 

is how to effectively deal with the large amount of discovered 

patterns.  

For the challenging issue, closed sequential patterns have been 

used for text mining in [15], which proposed that the concept 

of closed patterns in text mining was useful and had the 

potential for improving the performance of text mining. Pattern 

taxonomy model was also developed in [15] and [15] to 

improve the effectiveness by effectively using closed patterns 

in text mining. In addition, a two-stage model that used both 

term-based methods and pattern- based methods was 
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introduced in [16] to significantly improve the performance of 

information filtering. 

Natural language processing (NLP) is a modern computational 

technology that can help people to understand the meaning of 

text documents. For a long time [5], NLP was struggling for 

dealing with uncertainties in human languages. Recently, a new 

concept-based model [14], [16] was presented to bridge the gap 

between NLP and text mining, which analyzed terms on the 

sentence and document levels. 

This model included three components. The first component 

analyzed the semantic structure of sentences; the second 

component constructed a conceptual ontological graph (COG) 

to describe the sematic structures; and the last component 

extracted top concepts based on the first two components to 

build feature vectors using the standard vector space model. 

The advantage of the concept-based model is that it can 

effectively discriminate between nonimportant terms and 

meaningful terms which describe a sentence meaning. 

Compared with the above methods, the concept-based model 

usually relies upon its employed NLP techniques. 

3. PROPOSED SYSTEM 

In this paper,we created a dictionary called as word similarity 

dictionary, which contain collection of similar words. 

Example : 

Stomach pain, stomach ache, abdomen pain 

Let us consider the above example. Here the three words point 

to a same meaning of stomach ache. But people uses all three 

words in daily usage. 

As already discussed when mining a public forum the main 

problem is this only, that is synonymy. The weightage is 

splitted while mining the public forum. To get perfect result we 

have to combine the result. 

Our technique proposes an algorithm which combine the 

weightage of all the same meaning words to get a efficient 

result. 

Documents used in Word Similarity Mining Algorithm : 

1. A – Word similarity dictionary 

2. B – Text to be mined 

3. C – Result in word count 

4. D – Word cloud of C 

Word Similarity Mining Algorithm: 

Main function: 

Start 

 

for each word 'w' in B : 

 if( similar word already there in C) 

  increase similar word of 'w'-'s count 

  by 1 

 else 

  create new entry for 'w' in C with  

  count 1 

Draw word cloud for C 

Stop 

Similar Word Finder: 

StringArray findSimilarWords(w) 

 look for 'w' in A 

 return line in which w located 

Explanation: 

This algorithm read word by word in the text document to be 

mined. It checks whether the similar word is already there in 

the result ducument. If it is there means increase similar word 

of w's count by one. 

Else create new entry for w in result with count by 1. The result 

is like word count. By the word count the word cloud is formed. 

4. EXPERIMENTAL RESULTS 

By Applying above algorithm in a medical open forum corpus 

the following results are obtained, 

Without applying algorithm, 

After applying the word similarity mining algorithm, 



International Journal of Emerging Technologies in Engineering Research (IJETER)   

Volume 4, Issue 1, January (2016)                                                                         www.ijeter.everscience.org  

  

 

 

ISSN: 2454-6410                                               ©EverScience Publications       32 

    

 

Result by count, 

without applying algorithm, 

stomach pain -421  

stmach-ache-370 

abdominal-pain - 178 

baldness -217 

hairloss - 737 

hairfall - 89  

loss-of-hair -181 

hairlossing- 19 

dizziness-99 

giddiness-264 

vertigo-320 

after appling the word similarity mining algorithm, 

stomach-ache-  969 

hairloss- 1243 

dizziness-683 

From this result we can conclude that this algorithm is better 

than already existing algorithms. 

5. CONCLUTION AND FUTURE WORKS 

Many data mining techniques have been proposed in the last 

decade. These techniques include association rule mining, 

frequent itemset mining, sequential pattern mining, maximum 

pattern mining, and closed pattern mining. However, using 

these discovered knowledge (or patterns) in the field of text 

mining is difficult and ineffective. The reason is that some 

useful long patterns with high specificity lack in support (i.e., 

the low-frequency problem). We argue that not all frequent 

short patterns are useful. Hence, misinterpretations of patterns 

derived from data mining techniques lead to the ineffective 

performance. 

In this research work, an effective similar words mining 

technique has been proposed to overcome the low-frequency 

and misinterpretation problems for text mining. The 

experimental results show that the proposed model 

outperforms on public open forums. 

The future work is to implement the machine learning to find 

the similar words and same meaning words at run time, Instead 

of using word similarity dictionary. 
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